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How do we efficiently compute
the gradient over deep
networks?



Loss function

* Training dataset of / pairs of input/output examples:

{Xi7 Yyi ,{:1

or measures how bad model is:

L[¢, f [Xia Qb], {Xi7Yi zlzl]

or for short:

L [¢] Returns a scalar that is smaller

when model maps inputs to
outputs better



Gradient descent algorithm

Step 1. Compute the derivatives of the loss with respect to the parameters:

OL | 9¢1
o6 | | Also notated as V,,, L

where the positive scalar a determines the magnitude of the change.



But so far, we looked at simple models that
were easy to calculate gradients

For example, linear, 1-
Iayer models. _ Z(% + i — )2 Least squares loss for
=1

linear regression

~

ot o
Ot = |:a¢0] = [ 2(%0 + ¢125 = i) ] Partial derivative w.r.t.

0¢p gizl 22:(do + pra; — y;)|  €ach parameter



What about deep learning models?

B, € R? G 3, € R? 3, ¢ R? B, € R?
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Hput, x layer, h layer, hy layer, hg wput, ¥
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h; = a[8, + Qx|
hy; = a[3; + Qh;]
h; = a[3, + Q2hy]



We need to compute partial derivatives w.r.t.
every parameter!

I I

Loss: sum of individual terms: L[¢] — Z V; = Z l[f[Xz, qb], yz]

oL, [¢t]
oo

SGD Algorithm: Piiq ¢ P — §

1€B;
Millions and even billions of — [¢)
parameters: ¢ {IBO' 0 :81"Q'1r :821'(22' }
We need the partial derivative with (‘%z 861
respect to every weight and bias we and
want to update for every sample in @/Bk 6Qk

the batch.



Network equation gets unwieldy even for
small models

* Model equation for 2 hidden layers of 3 units each:

y' = ¢y + dlalhio + Yr1albi0 + O117] + Y12a[fag + 1] + Y13a[f30 + O312]]
+ @halihao + V218010 + O112] + Ya2alfag + O212] + hasalfzo + O312]]
+ ¢safhzo + Yz1a[010 + O112] 4 32a[f20 + O212] + 1P33a[f30 + O312]]
\ 1 \ 1 \ 1
Y Y Y

/
\ 15 hidden layer /




Gradients

* Toy model

* Matrix calculus

* Backpropagation matrix forward pass

* Backpropagation matrix backward pass



Problem 1: Computing gradients

I I
Loss: sum of individual terms: L[¢] — Z V; = Z l[f[XZ, ¢]7 yz]
1=1 1=1
ol;
SGD Algorithm: ¢t—|—1 < ¢t — Z a[;bt]
1€B;
raremeters Qb: {/307907/317ﬂ17/827927/33793}
ol; ol;

Need to compute gradients and



Algorithm to compute gradient efficiently

 Rumelhart, Hinton, and Williams (1986)



BackProp intuition #1:

Q. Training
output, vy
Q\
O
Training Hidden Hidden Hidden Output Loss. |
input, x layer, hy layer, ho layer, hs fx, @] ,

« The weight on the orange arrow multiplies activation (ReLU output) of previous layer
*  We want to know how change (partial derivative) in orange weight affects loss
 |f we double activation in previous layer, weight will have twice the effect
Conclusion:

e  Put another way:



BackProp intuition #2:

Training Hidden Hidden Hidden Output I l
input, x layer, h; layer, hs layer, hs flx, ¢ 055

To calculate how a small change in a weight or bias feeding into hidden layer hymodifies
the loss, we need to know:

* how a change in layer h3 changes the model output f
* how a change in the model output changes the loss [



BackProp intuition #2: the backward pass

O 0O
O
O

Training Hidden Hidden Hidden Output I l
input, x layer, h; layer, hs layer, hs flx, ¢ 055

To calculate how a small change in a weight or bias feeding into hidden layer h,modifies
the loss, we need to know:

* how a change in layer h, affects h;

* how h3 changes the model output f We know this from the
* how a change in the model output f changes the loss [ previous step



BackProp intuition #2: the backward pass

O
O
%
O

Training Hidden Hidden Hidden Output '’ l
input, x layer, hy layer, ho layer, hs flx, ¢] 55,

To calculate how a small change in a weight or bias feeding into hidden layer h;modifies
the loss, we need to know:

* how a change in layer h, affects h,
* how a change in layer h, affects h;
* how h; changes the model output f We know these from the

revious steps
* how a change in the model output f changes the loss [ 0 0



Gradients
* Backpropagation intuition

* Matrix calculus
* Backpropagation matrix forward pass
* Backpropagation matrix backward pass



ground truth output

Toy Network e o/

1 input




Gradients of toy function

flx;, ¢] = B3 + w3 - a [,82 T w; '3:31 + wq - al[fy + wg 'xi]]]

£ = (fxi, ¢ — y1)?

We want to calculate each partial:

ov; ov; ov; ov; ovY; ol; ol; and ol;
0Bo" Owo’ OB Owi’  0fy Owy’ O3’ Ows




Toy function o

\\/

Pre-Activations

fo=PBo+ wo-x f2 =02+ wy - hy
hy = a[fo] hz = alf;]
fi=B1t+twihy fz=B3+ w3 hs3
h, = a[fi] £ = i — f3)°

~—_ ]

Intermediate values



Refresher: The Chain Rule
D

g
For g(x) = h(f (%))

then g'(x) = h’(f(x)) f'(x), where g’ (x) is the derivative of g(x).

Or can be written equivalently as

dg oh of
dx Of Ox



Forward pass

flx;, ¢] = B3 + w3 - a [,32 + Wy ‘3:51 + wq - a[fy + wy 'xi]]]

£ = (flx;, ] — y1)?

1. Write this as a series of
intermediate calculations

fo =PBo+ wo - x; f2 = P2+ wy - hy
2. Compute these hi = al[fo] h; = a[f;]
intermediate quantities f1 — ,31 + wq - hl f3 — ’33 + wsg - h3

h, = a[f;] £ = i — f3)°



Backward pass
flx;, ¢l = B3 + w3 - a [,32 + w; - a[B; + wy - a[By + w, 'xi]]]

£ = (flx;, o] — y1)?

1. Compute the derivatives

of the /oss with respect to ol ol 0l; 0l; ol 0l nd 0l
these intermediate 0fs’ Ohs’ Ofy' O0Ohy 0Ofi’ Ohy’ 0o
guantities, but in reverse —

order.



Backward pass

flx;, @] =,6’3+a)3-a[,82+a)2-a

:,31 + w1 - alfy + wg 'xi]]]

t; = (flx;, @

1. Compute the
derivatives of the loss
with respect to these
intermediate quantities,
but in reverse order.

O,

ol;
0fs’

o,
Ohs’

o
Ofo’

— Yi)z
o ot ot Ol
Ohy’  Ofi° Ohy’ dfo

@)@ (&



e

Backward pass G~~~ EH—E—O—®

1. Compute the fo=PBo+wo-x fo=PB2+ wy - hy
dgrivatives of the loss h, = a[fO] hs = a[fz]

with respect to these

intermediate quantities, f1 — ,81 + w1 - h1 f3 — .83 + w3 - h3
but in reverse order. hz — a[fl] gi — (f3 _ yl_)z

* The first of these
derivatives is trivial 8€z




e

Backward pass O O OO O O O Cae

1. Compute the fO:,BO‘I'C‘)O'x f2::82+a)2.h2
derivatives of the loss h1 — a[fo] h3 = a[fz]
with respect to these _ ' _ _
intermediate quantities, h=bhtwh f3 = FBs+ w3 - hs
but in reverse order. h, = a[fi] = (y; — f3)?
* The second of these

derivatives is computed ag’b . 8f3 862

via the chain rule 8]13 — 8h3 afg

/

How does a small
change in h3 change ¢;?



e

Backward pass O O OO O O O Cae

1. Compute the fo=PBo+ wo-x f2 = P2+ wyz - hy
dgrlvatlves of the loss hl — a[fO] h3 — a[fz]

with respect to these

intermediate quantities, f1 = ,31 + wq - h1 f3 = ,83 + w3 - h3
but in reve der.

I TEVERE O h, = alfi] £ = (i — f3)?

* The second derivati
iscompzl’:edvei:\f:l;ve ag’b L 8f3 ag’&

chain rule [)hs — 8h3 @fg\

How does a small

change in f; change #;?
How does a small

) How does a small
change in h; change ¢;?

change in h; change f5?



e

Backward pass O O OO O O O Cae

1. Compute the fo=PBo+wo-x fo=PB2+ wy - hy
dgrivatives of the loss h, = a[fO] hs = a[fz]

with respect to these

intermediate quantities, f1 — ,31 + w1 - h1 f3 — 183 + w3 - h3
but in reverse order. hz — a[fl] fi — (yi _ f3)2

* The second of these
derivatives is computed ag’b L 8f3 ag’&
via the chain rule -
Ohs  Ohs 0f3

Already computed!



Backward pass

1. Compute the
derivatives of the loss
with respect to these
intermediate quantities,
but in reverse order.

* Theremaining
derivatives also
calculated by further
use of chain rule

e

fo=PBo+wo-x

hy = a[fo]
fi=Pp1+wg - hy
h, = a[fi]

8& o ahg afS aéz

df:  0fs

(

Ohsz 0f3

)

DD D——D—@

fo = B2+ wy - hy

h; = a[f;]
f3 = B3+ w3 hg
£, = (y; —f3)2



e

Backward pass G~~~ EH—E—O—®

1. Compute the fo=PBo+wo-x fo =B+ wz - hy
dgrlvatlves of the loss h, = a[fO] hs = a[fz]
with respect to these
intermediate quantities, f1 — ,81 + w1 - h1 f3 — .83 + w3 - h3
but in reverse order. hz — a[fl] fi — (yi _ f3)2
. - ol;  Ohgz (0f3 0f;

The remaining of ~ o/, <8h3 8f3>

derivatives also
calculated by further
use of chain rule

Already computed!



Backward pass

1. Compute the
derivatives of the loss
with respect to these
intermediate quantities,
but in reverse order.

* The remaining
derivatives also
calculated by further
use of chain rule

e

fo=PBo+wo-x

hy = a[fy]
fi=P1+tw-hy
h, = a[fi]

9t;  Ohs

df2  Ofy
ot;  0fs

(

Ohs O f3
Ohs O fs 04;

0fs 3&‘)

Ohy  Oha

(

Of2 Ohs Ofs3

)

DD D——D—@

fo = B2+ wy - hy

h; = a[f;]
f3 = B3+ w3 hg
£, = (y; —f3)2



Backward pass

1. Compute the
derivatives of the loss
with respect to these
intermediate quantities,
but in reverse order.

* The remaining
derivatives also
calculated by further
use of chain rule

e

fo=PBo+wo-x

hy = a[fy]
fi=PB1+w-hy
h, = a|f1]
ol;  Ohsz (0f3 0¢;
Ofy  Ofs <8h3 (9f3>
9t Ofs (Ohs Ofs 0L,
8h2 ahg (6)]‘"2 8h3 3f3>
ol; 0fo Ohg Of3 0;
0 f1 8f1 (0h2 0fa Ohg 3f3>
ol;  Of1 (Ohg Ofz Ohg dfs OF;
Oh1 (9h1 <(9f1 Oho Ofs Ohs 8f3)
ol; 0f1 Oho Ofy Ohg Of3 O;
dfo <3h1 Of1 Ohg Ofz Ohz Of3

)

D=l —()——®)

fo = B2+ wy - hy

h; = a[f;]
f3 = B3+ w3 hg
£, = (y; —f3)2



e

Backward pass

1. Compute the
derivatives of the loss
with respect to these

intermediate quantities, ov; —(fa
but in reverse order. Ofs (fs = i)
ah3 a 3h3 8f3
Th ini 0t _ Ohs <8f3 3&)
. e remaining _
derivatives also 0f2  0fz \Oh3 Jfs3
ot ofs

calculated by further
use of chain rule

Oho 3h2
(%i 0fo Ohg O fs3 6&)
Of1 afl Ohg Ofa Ohs O f3

<3f2 Oh3 0 f3
ol;  Of <8h2 O0fa Ohs Of3 0¢; )

Ohs Of a@>

Ohy (9h1 0f1 Ohg Ofy Ohsz Of3
ot Of, Ohy Ofs Ohs Ofs aei)
ofo Ohy Of1 Ohg Ofs Ohz Ofs3




Backward pass

1. Compute the
derivatives of the loss
with respect to these
intermediate quantities,
but in reverse order.

* Theremaining
derivatives also
calculated by further use
of chain rule

ov;

s 2(f3 — i)

o, Ofs o,

Ohs  Ohs Ofs

ot;  Ohs [Ofs O,

df2  0f <5h3 (9f3>

ol;  Ofy (Ohz 0fz OL;

Ohsa 3h2 <3f2 Ohs 8f3>

ot; O0fs Ohs Of3 0¢;

df1 (9f1 (5”12 df2 Ohs af3>

0l Ofy [ Ohy Ofs Ohs Ofs OL;

Ohq 3h1 (3f1 Oho 0 fy Ohs 8f3)
ot O, Ohy Ofs Ohs Ofs azi>
ofo <5h1 Of1 Oha Ofy Ohz Of3

Ohy Of Oha O9fs Ohg 9fs
(=) )
9 fo



We extend this to get to the
parameters w’s and f’s



Backward pass

2. Find how the loss fo=Po +wo - x
changes as a function of h, = a[f,]

the parameters 3 and w.
fi=ptw -y

h, = alfi]
* Another application
of the chain rule agz L 8fk 862
&uk &uk afk

S

How does a small
change in o, change [;?

How does a small
change in ®, change f;.?

fo = B2+ wy - hy

h; = a[f;]
f3 = B3+ w3 hg
£, = (y; —f3)2

I

How does a small
change in f; change [;?



Backward pass

2. Find how the loss fo=FBo+wo-x f2 = B2+ w2 - hy
changes as a function of hy = a[f,] hs = al[f;]
the parameters 3 and o. fi =By +wyhy fs = Bs + w3 - hs
h, = a[fi] ;= (i — f3)?
| Crtnechan e ol _ dfy Ol
&uk B &uk 8fk

/

How does a small ok _ p
change in o, change [;? dwy k

Already calculated in
part 1.



Backward pass

2. Find how the loss
changes as a function of
the parameters 3 and .

* Another application of
the chain rule

* Similarly for 3
parameters

fo=PBo+wo-x

hy = a[fo]
fi=p1t+wi-hy
h, = a[fi]
ol;  Ofy 0L,
&uk B &uk 8fk

ot fi oL,
OB~ 0N O

1

fo = B2+ wy - hy

h; = a[f;]
f3 = B3+ w3 hg
£, = (y; —f3)2



Backward pass

2. Find how the loss
changes as a function of
the parameters 3 and .

hy = a[fy]
fi=P1+tw-hy
h, = a[fi]

f2 =02+ wy - hy
hz = alf]

fz =PB3+ w3 h3
£ = (y; — f3)°




Please download and install the Slido fn

slido app on all computers you use ‘B‘

Backpropagation is the process of computing
gradients using the chain rule of differentiation.

@ Start presenting to display the poll results on this slide.



Gradients

* Backpropagation intuition

* Toy model

* Backpropagation matrix forward pass
* Backpropagation matrix backward pass



Matrix calculus

Scalar function f|:] of a vector a

- of -
aq i;;
q — |22 df | a2
a3 da | of
a4 das
of

| Day _

The derivative is a vector of shape a



Matrix calculus

Scalar function f|:] of a matrix a

aii

asi
A =

asq
a41

a2
a22
a32
42

a13
a23
a33
a43

of
OA

- of af Of 7
8a11 8&12 aa13
of of of
8&21 8a,22 861,23
af af af
da3z1  Oaz2  Oaszs
of of of
8a41 8&42 8@43

The derivative is a matrix of shape a



Columns are each

Matrix calculus |
element function

Vector function f[-] of a vector a
Rows are each

variable element

_f 7] al 8&1 80,1 8&1 7
! as|  Of Ofi Ofs Ofs
f — f2 aA — A — Oas das das
az| Pa ofhh  9f2 9fs
f3 8&3 8(1,3 80,3
L9 a4 9fi 9fz Ofa
- _OJas  Oagy day

Vector of scalar
valued functions



Comparing vector and matrix

Scalar derivatives:

o _ 0

= — (B3 + wsh3) = w3

f3 = B3 +wshs Ohs Oy



Comparing vector and matrix

Scalar derivatives:

dfs 0

f3 = B3 +wshs 8h3 = = Ohs — (B3 + wshs) = ws

Matrix derivatives:

afg 8 T
— /63 -+ Q3h3 (‘9h3 — (‘9h3 (/33 + Q3h3) QS



Comparing vector and matrix

Scalar derivatives:

0 _

J3 = B3 +wshg 853 — 8—60353 —I_CU3h3 =1

Matrix derivatives:
ofs 0 B
fs = 85 + (23h;3 08, 8_53(63 + Q3hs3) =1



Gradients

* Backpropagation intuition
* Toy model
e Matrix calculus

* Backpropagation matrix backward pass



3

2 o % f,hy % oo
The forward pass fily ™ G ™ gy ot
O,

Training Hidden Hidden Hidden Output Loss. ]
input, x layer, hy layer, ho layer, hs flx, @] ’
1. Write this as a series of
intermediate calculations fo = By + Qox;
h; = al[fy]
fi =8+ Qihy
h, = alf}]
fo = By + Q2hy
h; = alfs)]
f3 = :63 + Q3h3

Ei - 1[f37 yl]



Training

h {2 {23 output, y

The forward pass O~ O

Qo ‘

‘ Q\

=X =) @
Training Hidden Hidden Hidden Output I ]
input, x layer, hy layer, ho layer, hg flx, @] 085,

1. Write this as a series of

intermediate calculations fo = By + Qox;
2. Compute these hy = alfo
intermediate quantities fi =6, + iy
h, = alf}]
fo = By + Q22hy
h; = alfs)]
f3 = B3 + Qshs

Ei — l[f?n yZ]



The backward pass

1. Write this as a series of
intermediate calculations

2. Compute these
intermediate quantities

3. Take derivatives of
output with respect to
intermediate quantities

fo = By + Qox;
h; = al[fy]

fi =8+ Qihy
h, = alf}]

fo = By + Q22hy
h; = alfs)]

f3 = B3 + Qzhg
;= 1f3, yi]

Q(J

(O——

\

()
OO

s

Ql QQ Q:i

“«‘V

Training
output, y ?

oo

Training Hidden Hidden Hidden Output Loss. |
input, x layer, h; layer, hy layer, hs flx, @) )
o,
Of;
90;  Ohs Ofs O,
of,  Ofy Ohs Of;
ol;  Ohy Of, (Ohg Ofs O
of,  Of, Oh, (8f2 Ohs 8f3>
ol;  Ohy Of, (hy Of, dhy Ofs O
of,  0Of, oh, (8f1 Ohy Of, Ohs afg)



Gradients

* Backpropagation intuition
* Toy model
e Matrix calculus

* Backpropagation matrix forward pass



The backward pass

1. Write this as a series of
intermediate calculations

2. Compute these
intermediate quantities

3. Take derivatives of
output with respect to
intermediate quantities

fo = By + Qox;
h; = al[fy]

fi =8+ Qihy
h, = alf}]

fo = By + Q22hy
h; = alfs)]

f3 = B3 + Qzhg
;= 1f3, yi]

Q(J

(O——

\

()
OO

s

Ql QQ Q:i

“«‘V

Training
output, y ?

oo

Training Hidden Hidden Hidden Output Loss. |
input, x layer, h; layer, hy layer, hs flx, @) )
o,
Of;
90;  Ohs Ofs |0,
of,  Ofy Ohs Ofs
ol;  Ohy Of, (Ohg Ofs O
of,  Of, Oh, (8f2 Ohs 8f3>
ol;  Ohy Of, (hy Of, dhy Ofs O
of,  0Of, oh, (8f1 Ohy Of, Ohs afg)



Yikes!

* But:

ofs 0

ohs;  Ohs (

B3 + Q3h3) = QF

e Quite similar to:

Ofs 0

8h3 — 8}7/3 (63 +W3h3) — W3




The backward pass

1. Write this as a series of
intermediate calculations

2. Compute these
intermediate quantities

3. Take derivatives of
output with respect to
intermediate quantities

fo = By + Qox;
h; = al[fy]

fi =8+ Qihy
h, = alf}]

fo = By + Q22hy
h; = alfs)]

f3 = B3 + Qzhg
;= 1f3, yi]

Q(J

(O——

\

()
OO

s

Training
output, y

a—
o O

Ql QQ Q:i

O

Training Hidden Hidden Hidden Output Loss. |
input, x layer, h; layer, hy layer, hs flx, @)
oY; g—li = %hg (B3 + Q23h3) = Q3T
Of;
90;  Ohs|ofs ¢,
of,  Ofy Ohs Ofs
ol;  Ohy Of, (Ohg Ofs O
of,  Of, Oh, (8f2 Ohs 6f3>
ol;  Ohy Of, (hy Of, dhy Ofs O
of,  0Of, oh, (61‘1 Ohy Of, Ohs afg)



The backward pass

1. Write this as a series of
intermediate calculations

2. Compute these
intermediate quantities

3. Take derivatives of
output with respect to
intermediate quantities

fo = By + Qox;
h; = al[fy]

fi =8+ Qihy
h, = alf}]

fo = By + Q22hy
h; = alfs)]

f3 = B3 + Qzhg
;= 1f3, yi]

Q(J

(O——

\

()
OO

s

Ql QQ Q:i

“«‘V

Training
output, y ?

oo

Training Hidden Hidden Hidden Output Loss. |
input, x layer, h; layer, hy layer, hs flx, @) )
o,
Of;
90; | Ohsl 0f5 O,
of, | Ofy|0hs Of;
ol;  Ohy Of, (Ohg Ofs O
of,  Of, Oh, (8f2 Ohs 8f3>
ol;  Ohy Of, (hy Of, dhy Ofs O
of,  0Of, oh, (8f1 Ohy Of, Ohs afg)



Derivative of RelLU

2.0
ORelLU|z]
- 0z
) RelLU|z]
So0
S
@)
y X1 . S —
-2.0 0.0 2.0



Derivative of RelU

2.0

Output
o
o

RelLU|z]

ReLU[z] =

dReLU[7]

dx

max(0, z)

= [[z > 0]

“Indicator function”



Derivative of RELU

1. Consider:

a = ReLU|b]

2. We could equivalently write:

ReLU]|
ReLU|

ReLU]|

where:

3. Taking the derivative

_8(11 8a2 8&3

ob ob ob

% o 8ai 8@% 8@%
| Ob ob ob

ob 8a21 8a§ 6a§
_8()3 abg 8b3

4. We can equivalently pointwise multiply by diagonal

I[b > 0]®



The backward pass

1. Write this as a series of
intermediate calculations

2. Compute these
intermediate quantities

3. Take derivatives of
output with respect to
intermediate quantities

fo = By + Qox;
h; = al[fy]

fi =8+ Qihy
h, = alf}]

fo = By + Q22hy
h; = alfs)]

f3 = B3 + Qzhg
;= 1f3, yi]

Q(J

(O——

\

()
OO

s

Ql QQ Q:i

“«‘V

Training
output, y ?

oo

Training Hidden Hidden Hidden Output Loss. |
input, x layer, h; layer, hy layer, hs flx, @) )
o, I[[fg > O]
Of;
90; | Ohsl 0f5 O,
of, | Ofy|0hs Of;
ol;  Ohy Of, (Ohg Ofs O
of,  Of, Oh, (8f2 Ohs 6f3>
ol;  Ohy Of, (hy Of, dhy Ofs O
of,  0Of, oh, (61‘1 Ohy Of, Ohs afg)



The backward passoO

1. Write this as a series of
intermediate calculations

2. Compute these
intermediate quantities

3. Take derivatives of
output with respect to
intermediate quantities

4. Take derivatives w.r.t.
parameters

Wy 2, B aet® ?
— O
S0 O

Training Hidden Hidden Hidden Output I ]
input, x layer, hy layer, hy layer, hs flx, @] 055,

fo = By + Qox; ol _ of,, 0V;

hy = alfy] 98, _ 0B, ot

fl — ,61 + Q21hy 0 5’61

_ — a2 (Bk Qk:hk:)

h; = alf}] B, ofy,

fo = B85 + Qahy oY

h3 = alfy] - of’

f3 = B3 + Q3h;



The backward passoO

1. Write this as a series of
intermediate calculations

2. Compute these
intermediate quantities

3. Take derivatives of
output with respect to
intermediate quantities

4. Take derivatives w.r.t.
parameters

Wy 2, B aet® ?
— O
Training Hidden Hidden Hidden Output I ]
input, x layer, hy layer, hy layer, hs flx, @] 085,
fo = By + Qox; ot of, oL,
h, = a[fo] 02y, N 0. Of},
fi =8, + Q1 hy s, ol
o = oo~ (Br T Qihy)
h, = af}] 0 ot}
fo = By + Qzhy Ol; | 1
— hk
h3 = a[fg] 8fk
f3 = B3 + Qshs
C; = 1f3, yi]



Please download and install the Slido fn

slido app on all computers you use ‘B‘

The backpropagation algorithm updates all weights in a
neural network simultaneously using matrix operations.

@ Start presenting to display the poll results on this slide.



Gradients

* Backpropagation intuition

* Toy model

* Matrix calculus

* Backpropagation matrix forward pass

* Backpropagation matrix backward pass



Pros and cons

* Extremely efficient
* Only need matrix multiplication and thresholding for ReLU functions

* Memory hungry — must store all the intermediate quantities

* Sequential
e can process multiple batches in parallel
* but things get harder if the whole model doesn’t fit on one machine.



Feedback?



https://docs.google.com/forms/d/e/1FAIpQLSfrbURkg6kpBTcZXCy_m622xuWEB0-eP4mYUSiQJfqkf7-0QQ/viewform?usp=header

